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Detector Operations

02/29 — 03/07

NearDet: ~175 minutes DAQ downtime with beam

Mar 06@ 02:55 (~155 min): ND run stopped “Error in dcm -1-01-02 due to Ctrl Register
General status error.” Rebooted DCM, didn’'t come back. Power cycle, reboot again, recool.
Mar 02@ 01:16 (~10 min): “Error in bnevb004 due to undefined error” RC turned red.
Shifter followed instructions to restart RC from such a state. ECL 81254,

Feb 29@ 21:16 (~10 min): RC Server disconnected. Shifter called DAQ expert, who
stopped and restarted the run. ECL 81187-81189.

FarDet Ganglia Node: Replaced

novadag-far-dagmon: Disk began to show signs of failing; repurposed novadaqg-far-
farm-46 to take its place. Longer term plan to put new disk in original machine.

Standard Maintenance: FarDet and NearDet
FD, Feb 29: Swapped FEBs at 4 locations.




Recovery Site-wide Power Outage
Mar 4, 22:00-23:45

Summary

Time ldentified
Time Resolved

<+—» |nformation Flow

22:00 Mar 4
03:30 Mar 5

03:30 Mar 5
18:30 Mar 5

22:00 Mar 4
21:00 Mar 5

SCADA

ROC «— IiFIX

Brought down . tod @@@ and 277
by outage; eporte ana ¢ L -
novacrog in for all values; no monitoring Lives in DO building?

of racks/power, so powering
up ND not viable

particular tough
to bring back
into normal state

!

MsglLogger

booting. Needed to be

TDU-PPCs «— TDUs

Manual reset needed
to restart Spill Server
(booted too fast after
outage, couldn't find
itself on network)

(iFIX server)

Crashed after outage, had difficulty

PLC <«— ND

Lost power, had
to be restored. Ralf
had to turn supplies

on remotely. First

cooled run at
21:00 Mar 5
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Timing

Reports on ND
racks/power, dry gas.

replaced. Was ok after outage.

Underground; not
powered on after

outage due to iFIX
chain of issues

AutoSpillStartServer ‘banging
its head against the wall’

trying to restart spill server;
MsgViewer,Analyzer,FacilityS

10:15 Mar 5
11:15 Mar 5

Chain

erver all RED

05:15 Mar 5
10:00 Mar 5

11:15 Mar 5
Scrub needed
18:30 Mar 5 after things brought
back online
18:30 Mar 5
19:30 Mar 5




Trigger instabllities

Began night Mar 5 — Mar 6

Resolved by ~17:00 Sunday, Mar 7
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Expert believes it may have been due to too many signals being broadcast by the spill
server (including to non-used partitions)

This had not been a problem in the past; believed that after the outage, network came
back in some new/weird state.

After broadcasts to non-used partitions were eliminated (6 —> 2), issue disappeared.
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Proton Intensity (E12)

4+06 slip stacking, ~450 kW

NuMI Time Distribution for All Hits (past 7 days) - partition 1

x10° hTPIotZOOMDayP1
: Entries 2.786266e+08
— M 2224
Beam Intensity =34.98 E12 Pwr =454.22 KW (DT=1.33300 s) - A9 event 2016-03-07 - s 2oro
-51: 2500 — »
09:51:19 - Underflow 4.4086+07
50.0 600 C Overflow 5.893e+07
N L
, 2 2000—
375 AAAAA L AAAAA  AAAAAAM AL JAA AAdA AA AMAAAL LAArAdr 450 3 -
et = 2 - v " o % -
g —
25.0 Y 300 5 1500 —
A = _
< -
12.5 150 g C
& 1000—
0.0 0 I
9:10 AM 9:20 AM 9:30 AM 9:40 AM 9:50 AM L
Time interval 45 minutes 500 —
Beam Intensity A Beam Power -
0 = | J-I Il | 1 1 1 ‘ 1 1 Il T T T T T ! T
215 220 225 230 235
Last updated on: Mon Mar 7 03:12:09 2016 (central time) Hit Time [usec]

Last run/subrun: 11459/9

Plots taken from this morning



Recorded POTs good,considering

Outside of the power outage, things went well
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FD: Accumulated POTs
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FD: Protons Recorded / Delivered
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NearDet FEB MIP Hit Rates (by pixel)
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FarDet: FEB MIP Hit Rates (by pixel)

DB14 DB13 DB12 DB11 DB10 DB09 DB08 DB07 DB06 DB05 DB04 DB03 DB02 DBO1
DCMO1 !

DCMO02

102

DCMO03

DCMO04 |

DCMO05

= Eer
I IIIIIII|.

DCMO06 '
H

DCMO07 . ' 1

10

DCMO08

DCMO09

DCM10

DCM11 | ' I

DCM12 il i i i i
‘ I : [L11] ! RNRRHIRRRRNIE IVRIND

PixelHAateMapMIpADC :
inova'datainearline-OnMon FarDet'S15.11.06/0002240002242602400 1ardel_nearline_ro0022425_s004.0amon.root
Mon Mar 7 19:23:03 2016 (UTC) .I O



