
Jaroslav Zalesak, Institute of Physics, Prague/FNAL 
  

Jul 14, 2014 

NOvA Experiment Status 
All Experimenter’s Meeting 



7/14/2014 Jaroslav Zalesak - AEM 2 

FD: Detector Assembly Progress 

93% cooled down 



FarDet: Data-Taking 

7/14/2014 Jaroslav Zalesak - AEM 3 
Partition 3 – NO longer used, we are installing APDs on last diblock! 

Partition 2                  Jul 14 at 1pm                     Partition 1  

Partition 2 – Diblocks 14 
Diblocks 1-13 cooled APDs 
2nd –ary oil top-up for DiB 11 
Parts of DiB 02 are off from recent water 
leaks. 

Partition 1 – diblocks 1,3,4,5,6,7,8,9,10 
and 12, 13. 
Running ~99% active, cooled APDs 
HV at full gain values. 



FarDet: Tracks in 13-DB configuration 

7/14/2014 Jaroslav Zalesak - AEM 4 

Partition 1 – a 55 meter long 3D (cosmic ray) track, before a water leak 
spoiled DB-02 in Friday evening. 

Jul 11 at 6pm  - Partition 1  
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FD: DAQ Up- & Down- time 
 Bad weak with even worse weekend. 
 
 Friday we started with the morning water leak. 
 In Fri evening we switched to 13-DiB running which was cut after 2 hours with the 
second water leak have spoiled 3 dcms on DiB-02 (excluded from physics partition P1). 
 The third water leak was in row of previous one.  
 We recovered in early morning and were running more than 12 hours with 12 Diblocks 
in P1. 
 
 Then a flood of issues came: two power cuts at Ash River in late evening on Sat knocked 
out FarDet for at 15 hours. Mainly the Slow control system could not be recovered for a 
long time. 
 Nevertheless this time was not "wasted“. The night shifter could exercise a recovering 
for another two water leaks. 
  We lost cooling on several APD/FEBs. 
 Unknown the status of  electronics  hit (twice) with water leak. We're still trying to 
understand the extent of the damage and should have this in another hour or two.  
   
DAQ uptime and efficiency of taking beam data is significantly bellow a long-term 
average.  
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FD: DAQ Uptime 

 Last week average 69% drops 4 weeks efficiency down to 82%. 
 Besides the big issues we had ‘common’ issues.  
 Also the preparation for 13-DiB running needed many repairs and down times (Thu).  
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FD: POTs delivered/recorded 

We recorded in average 0.59 e18  (from low 0.88) pots/day with poor 67% efficiency. 
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NearDet: Detector Assembly Progress 

293/631 APD installed, DiB 03, 04 (MC) and partially DiB-02 
 We are taking data on 2 partitions: 3rd - (shifters care) FEB-only,  
2nd - diblocks w/APD at full HV, not cooled  (experts care). 
 About to test cooling of APDs and run with them.   

BLUE = FEB only installed      BROWN = APD installed 
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FarDet: 
    We have scheduled our far detector building power outage 

for Tuesday 7/22 starting at 08:00.  Estimated time of the 
outage is 6-8 hours. 

     The electrical work done for this outage is: 
 Switch the building UPS to be downstream of the building back up 

generator.  
 Add electrical circuits in the far detector computing center to 

accommodate additional power needed for our complete complement of 
computers for the DAQ/trigger. 

 

Reminder 
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FarDet: 
 26.8 of 28 blocks (96%) of FarDet fully-instrumented, 

running with full gain mode. 
 26 of 28  (93%) blocks successfully cooled down. 
 The ‘Physics’ partition is not contiguous due to oil top-up, 

since today we are running with 11 diblocks now. 
 Efficiency of data taking last week was significantly affected 

by 2 power glitches at Ash River and many water leaks. 
 
NearDet:  
 APDs installed on DiB-3, 4, continue on 2, total about 50%. 
 We run NearDet over day with full HV on to see clear 3D 

tracks of NuMI events through detector. 

Summary 
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