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1 Introduction

NOA is an off-axis, long baseline neutrino oscillation experiment. The far detector for the NOA experiment will be off-axis (approximately 12 kilometers from the central axis) from the NuMI beam line in a surface laboratory approximately 810 kilometers from Fermilab. The far detector will contain on the order of 1000 planes of liquid scintillator filled tubes (order 450,000 tubes in total), while the near detector will be somewhat smaller.  

The NOA experiment consists of both a near and far detector and will require a run control system for each detector. In addition, the Integrated Prototype Near Detector (IPND) will require its own run control system. Each system will be independent, so that each detector can operate separately. 

1.1 Purpose

This document will define the requirements for the NOA run control system (RCS) for NOA beam neutrino oscillation operations. The scope of this document includes the Run Control systems for the near and far detectors, as well as for the IPND prototype detector.

1.2 Scope

The requirements cover the interface presented to the operator; the relationships between the RCS and other systems; the system states needed; and monitoring for the RCS.

Examples of the types of requirements that will not be addressed in this document include the detector control system (DCS), except as it interacts with the RCS, and the data acquisition (DAQ) system, except as it interacts with the RCS.

1.3 Rationale

Operation of the NOA detector, both near and far (and IPND), must be very reliable and must be manageable by a small number of people. To accomplish this, the requirements must be documented and discussed thoroughly.

1.4 Terminology

Detector Control: 

Application that is used to control actual detector hardware elements, i.e., turn on power, set voltages, etc. The run control system sends general directives to the detector control system, which implements them in the detector components, and sends status information to the run control system.

Run: 

Period of operations for a detector with a given set of conditions, that lasts for a defined but variable period of time, and groups data together as being collected under the same defined conditions.

Run Control: 

An application (or suite of applications) that provides a graphical interface for operators to control data taking, control logic to carry out the operators' requests, and monitoring functionality to automatically react to exceptional conditions. Run control activities include, but are not limited to, starting a run, stopping a run, pausing a run, resuming a run, configuring for a run. 

System Operator: 

A person who controls data taking.

2 Overview

The run control system provides the means to start or stop collecting data with the detector system. It presents an interface to the human operator and also provides monitoring of the state of the detector and of control components. It defines the beginning and end of a run—the unit of data collection​—and sends all relevant information about each run to be recorded by the run history database.

3 Requirements

The run control application must communicate with other applications, including the run history and configuration databases; the DAQ, trigger, and logging systems; an error logger; and the detector control system. Run control begins and ends a run, the fundamental unit of data collection.

Access to active run control functions must use secure authentication and should be limited to connections through the private DAQ network. In addition, access to a read-only version should be more widely available through a web-based system. Options for read-only displays should include both a snapshot of the display the operator is viewing, and also an interface to examine other systems.

3.1 Actors

These are the external actors for the run control system. It should be noted that internal actors, actors that are part of the run control itself, are not included in the list.

· Message passing system, RMS

· Error logger

· Databases

· Detector Monitoring Application

· Data Acquisition Monitoring Application

3.2 The Major Inputs and Output

Communication with DAQ elements, the detector control system, and other actors will use the RMS message passing system. This uses a publish and subscribe model, so the RCS can respond to and specify messages as needed.

The flow of run control commands and replies through the system is shown  in Illustration 1 below:
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3.3 Resource allocation and use

The RCS must be able to display current resource allocations (which resources are active, which are assigned to each partition, which are offline or down for repairs) and to respond to queries about them. It must have access to configuration information for the detector, such as a list of dead channels.

3.4 General requirements

The Run Control system must provide a reliable, stable interface to other systems, and must ensure that the detector and software systems are in the correct state for data taking. It implements instructions from the operator and handles errors and alarms from the DAQ system. More specific requirements include:

3.4.1 Managing runs

The RCS coordinates data taking and structures data into runs, designated by run numbers. The RCS must be able to assign a unique number to each run, and to start a new run whenever running conditions change.

3.4.2 User interface

The RCS must present a clear, well-defined interface to the operator. It must provide sufficient information for the operator to control data taking. It should provide both a graphical and a command-line interface.

The RCS must have a mechanism for a run control instance to gain control of a detector or partition, so that one operator can take over from another, or the same operator can move to a different location and regain control. Read-write access must be secure, and will run only on nodes in the private DAQ network. Read-only access should be provided by means of a web display as described above, accessible to remote users.

3.4.3 Maintain state

The current state of the system must be persistent across restarts of system components and across crashes of the RCS or other system elements. This includes the allocation of system components to partitions; the current state of individual components; and the state of the system as a whole—running, paused, etc.

3.4.4 Security

Access to the RCS must require authentication sufficient to prevent unauthorized use. As described above, there will be a read-only version that is available to all collaborators and requires a lower level of authentication.

3.4.5 Multiple Run Control instances

The RCS for any detector must be capable of running independently of any other, so that, for example, the near detector can be taking data while the far detector is down for maintenance. In addition, the RCS must be able to divide elements of a detector into two or more logical partitions (up to about five), with an independent run control instance for each partition. Partitioning can be defined down to the level of buffer nodes and DCMs.

3.4.6 Communication with DCS

Communication with the Detector Control System will use the RMS message passing system. The RCS must receive sufficient information from the DCS to determine whether state transitions are complete, and to trigger automated actions if needed.

3.4.7 Automated pausing

In addition to operator-initiated actions, the DCS must be capable of bringing the system to a paused state when triggered by a sufficiently severe error condition.

3.5 Behavioral requirements (use cases)

Each Run Control system stores the current state of the system and sends instructions to transition from one state to another. The states will include approximately these:

Powered on

Initialized

Configured

Running

Paused

Aborted

Stopped

Shut down

Idle/released

From the Paused state, the system can resume running or can transition to the Stopped state in preparation for a shutdown or to begin a new run. The Aborted state is available for emergency shutdown of the system.

Here are the steps necessary to perform each transition associated with these system states. 

3.5.1 Initialize system to prepare for data taking

Task
Send init command: Bring all systems to a known initial state

Level
Summary/user goal/sub-function

Goal
Instruct all elements to initialize themselves

Actor
Run control application

Trigger
Operator command

Preconditions
All elements powered on; network connections established.

Post-conditions
All subsystems set to initial states.

Description
1. Operator gives init command. 2. Run Control application sends init to system elements. 3. Subsystems report that they have successfully initialized.

Nonstandard Flow
Subsystem may fail initialization. Communication may be disrupted. Retry and raise alarm if unsuccessful.

Comments


3.5.2 Configure for a run

Task
Set all subsystems to states ready to begin a run

Level
Summary/user goal/sub-function

Goal
Send config commands, receive confirmation back from all systems

Actor
Run Control application

Trigger
Operator command or automated switch to a different run type

Preconditions
All systems must have been initialized. 

Post-conditions
Ready to begin run.

Description
1. Operator gives config command, or timer or other trigger indicates switch to a new run. 2. Run Control sends config command to all subsystems. 3. Subsystems report that they are configured and ready for data taking in the new run.

Nonstandard Flow
One or more systems may not be initialized. One or more may fail configuration. Retry and raise alarm if unsuccessful.

Comments


3.5.3 Start run

Task
Begin data collection in a new run

Level
Summary/user goal/sub-function

Goal
Stable running, acquiring and recording data; all systems in Running state

Actor
Run Control application

Trigger
Operator command or automated switch to a different run type

Preconditions
All systems must be in ready state.

Post-conditions
Running. New run number assigned. Current configuration logged.

Description
1. Operator gives start command, or timer or other trigger begins new run. 2. Run Control assigns a new run number and sends start command to all subsystems. 3. Subsystems report that they are running.

Nonstandard Flow
One or more systems may not be in ready state. One or more may fail to start. Retry and raise alarm if unsuccessful.

Comments
If any critical systems (resource manager, more than some cutoff number of DCMs or buffer nodes) fail to start, pause or abort run. Run history DB will record the new run number and configuration data. 

3.5.4 Stop run

Task
End current run

Level
Summary/user goal/sub-function

Goal
Stop data taking; set all systems to Stopped state

Actor
Run Control application

Trigger
Operator command or (triggers from error conditions?)

Preconditions
System in Running state

Post-conditions
Systems in Stopped state. End of run logged.

Description
1. Operator gives stop command, or error triggers a stop. 2. Run Control sends stop to all subsystems. 3. Systems confirm stop. 4. Release current run number.

Nonstandard Flow
Not running. One or more elements fail to stop. Retry and raise alarm if unsuccessful.

Comments
An unsuccessful stop command leaves the system in Running state.

3.5.5 Pause run

Task
Pause, with option of resuming current run

Level
Summary/user goal/sub-function

Goal
Stop data taking, but do not change run number or other configuration settings. System in Paused state.

Actor
Run Control application

Trigger
Operator command

Preconditions
System in Running state

Post-conditions
No subsystems recording data. Run number unchanged. Systems in Paused state.

Description
1. Operator gives pause command. 2. Run Control sends pause to all subsystems. 3. Systems confirm pause.

Nonstandard Flow
Not running. One or more elements fail to pause. Retry and raise alarm if unsuccessful.

Comments
Unsuccessful pause leaves the system in Running state. A successful pause may be followed by a resume command, continuing the current run, or by a stop command.

3.5.6 Resume run

Task
Resume data taking after a pause

Level
Summary/user goal/sub-function

Goal
Resume data taking, using same run number and conditions as before the pause

Actor
Run Control application

Trigger
Operator command

Preconditions
System in Paused state

Post-conditions
Running. Run number unchanged.

Description
1. Operator gives resume command. 2. Run Control sends resume command to all subsystems. 3. Subsystems report that they are running.

Nonstandard Flow
System not in Paused state. One or more systems fail to resume. Retry and raise alarm if unsuccessful.

Comments


3.5.7 Abort run

Task
Stop run immediately

Level
Summary/user goal/sub-function

Goal
Stop run without requiring the normal logging of parameters and other end-of-run processing.

Actor
Run Control application

Trigger
Operator command or sever error condition

Preconditions
System in Running state

Post-conditions
System in Aborted state. Some or all logging may not have been completed, and cleanup may be required.

Description
1. Operator gives abort command, or system finds a severe error requiring immediate shutdown of data taking. 2. Run Control sends abort command to all subsystems. 3. Subsystems report that they have stopped data taking.

Nonstandard Flow
System not in Running state. One or more systems fail to stop. Retry and raise alarm if unsuccessful.

Comments
Abort is intended to be used rarely, for conditions that could risk the welfare of people or of hardware if running continued.
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Illustration 1  Run control message collaboration diagram
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